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Abstract

Evolving graphs describe many natural phenomena changing over time, such as social relationships, trade markets, metabolic networks etc. In this framework, performing community detection and analyzing the cluster evolution represents a critical task. Here we propose a new model for this purpose, where the smoothness of the clustering results over time can be considered as a valid prior knowledge. It is based on a constrained optimization formulation typical of Least Squares Support Vector Machines (LS-SVM), where the objective function is designed to explicitly incorporate temporal smoothness. The latter allows the model to cluster the current data well and to be consistent with the recent history. We also propose new model selection criteria in order to carefully choose the hyper-parameters of our model, which is a crucial issue to achieve good performances. We successfully test the model on four toy problems and on a real world network. We also compare our model with Evolutionary Spectral Clustering, which is a state-of-the-art algorithm for community detection of evolving networks, illustrating that the kernel spectral clustering with memory effect can achieve better or equal performances.
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1. Introduction

In many practical applications we face the problem of community detection in dynamic scenarios, which recently gained much attention in the science community [26, 25, 6, 4, 29]. We aim to cluster objects whose characteristics change over time and we wish to obtain a meaningful clustering result at each time step. This situation arises for instance in segmentation of moving objects in a dynamic environment, community detection of evolving networks such as in the blog data, telephone traffic data, time-series microarray data etc. A desirable feature of a clustering model which has to capture the evolution of communities over time is the temporal smoothness between clusters in successive timesteps. In this way the model is able to track the long-term trend and at the same time it smoothens out short-term variation due to noise, similarly to what happens with moving averages in time-series analysis. This issue was first addressed in [8] and [7].

In this paper our starting point is the kernel spectral clustering (KSC) model, which represents a spectral clustering formulation as a weighted kernel PCA problem with primal and dual representations [1]. The dual problem is an eigenvalue problem, related to spectral clustering. As in classical spectral clustering, if we are given data points we build-up a weighted graph where
each node represents a point and the weights are related to the similarity between the points, according to a particular similarity measure. In what follows for the sake of simplicity we will refer to nodes and networks (or graphs) either if we are given data points or we start our analysis directly from a graph.

The KSC has two main advantages:

- a systematic model selection scheme for the tuning of the parameters
- the extension of the clustering model to out-of-sample nodes.

The clustering model can be trained on a subset of the whole network (by solving an affordable eigenvalue problem) and then be applied to the rest of the network in a learning framework. The out-of-sample extension allows then to predict the memberships of a new node thanks to the model learned during the training phase. This is a unique feature in the community detection field, since most of the algorithms work only at the training level and the out-of-sample extension (if any) is done in a heuristic way. Also in [11], the out-of-sample extension performed by the kernel k-means model is based on the same assignment rule used for training, but there is not an underlying predictive model like in the KSC case.

The KSC model is static, in the sense that there is no temporal information in it. Then, in order to cluster an evolving network, we can apply the model to each snapshot separately. This procedure, as we discussed, is not advisable if we want to track the long-term drift of the communities by ignoring meanwhile the short-term fluctuations.

In this framework, we propose an extension of the KSC model that we call kernel spectral clustering with memory effect (MKSC). In this new formulation we incorporate the desired temporal smoothness at the primal level, as a kind of prior knowledge incorporation. This leads to a dual problem which is no longer an eigenvalue problem but a set of linear systems.

The rest of this paper is organized as follows: Section 2 summarizes the KSC model. Section 3 introduces our new contribution, that is the MKSC model. In Section 4 we propose new cluster quality measures, we describe the model selection issue for KSC and MKSC and we briefly review the evolutionary spectral clustering algorithm. Some simulation results on both real-life and artificial datasets are presented in Section 5: we compare the MKSC model with KSC and the evolutionary spectral clustering. In Section 6 we discuss the drawbacks of Modularity and we describe another well known quality function, namely the Conductance. Moreover we interpret the results shown in Section 5 also in terms of Conductance. Section 7 contains a discussion on the computational complexity of our method. Finally, in Section 8 we draw some conclusions and we suggest some future work.

2. Kernel spectral clustering model

Given a graph (weighted or unweighted), several properties of it can be explained through spectral graph theory, which is the study of the eigenspectrum of graph Laplacian matrices [9, 33, 28]. Spectral clustering methods make use of the eigenvectors of the Laplacian to find useful partitions of the data, and they have been reported to be successful in cases where classical clustering schemes such as k-means and hierarchical clustering fail.
Given training data $\mathcal{D} = \{x_i\}_{i=1}^N$, $x_i \in \mathbb{R}^d$ and the number of clusters $k$, the primal problem of spectral clustering via weighted kernel PCA is formulated as follows [1]:

$$
\min_{w^{(l)},v^{(l)},b_l} \frac{1}{2} \sum_{l=1}^{k-1} w^{(l)T} w^{(l)} - \frac{1}{2N} \sum_{l=1}^{k-1} \gamma_l a^{(l)T} D^{-1} a^{(l)}
$$

such that $a^{(l)} = \Phi w^{(l)} + b_l 1_N$ \hspace{1cm} (1)

where $a^{(l)} = [e^{(l)}_1, \ldots, e^{(l)}_N]^T$ are the projections, $l = 1, \ldots, k-1$ indicates the score variables needed to encode the $k$ clusters to find, $D^{-1} \in \mathbb{R}^{N \times N}$ is the inverse of the degree matrix, $\Phi$ is the $N \times d_h$ feature matrix $\Phi = [\varphi(x_1)^T; \ldots; \varphi(x_N)^T]$ and $\gamma_l \in \mathbb{R}^+$ are regularization constants. The clustering model is expressed by:

$$
e^{(l)}_i = w^{(l)T} \varphi(x_i) + b_l, \ i = 1, \ldots, N
$$

where $\varphi : \mathbb{R}^d \rightarrow \mathbb{R}^{d_h}$ is the mapping to a high-dimensional feature space, $b_l$ are bias terms, $l = 1, \ldots, k-1$. The projections $e^{(l)}_i$ represent the latent variables of a set of $k-1$ binary clustering indicators given by $\text{sign}(e^{(l)}_i)$. The binary indicators are combined to form a codebook $CB = \{e^{(l)}_i\}_{l=1}^k$, where each codeword is a binary string of length $k-1$ representing a cluster. The dual problem related to this primal formulation is:

$$
D^{-1} M_D \Omega a^{(l)} = \lambda \alpha^{(l)}
$$

where $\Omega$ is the kernel matrix with $i,j$-th entry $\Omega_{ij} = K(x_i, x_j) = \varphi(x_i)^T \varphi(x_j)$, $D$ is the graph degree matrix which is diagonal with positive elements $D_{ii} = \sum_j \Omega_{ij}$, $M_D$ is a centering matrix defined as $M_D = I_N - \frac{1}{N} 1_N 1^T_N \cdot D^{-1}$, the $a^{(l)}$ are dual variables. The kernel function $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^+$ plays the role of the similarity function of the graph: it has to be positive definite, to take positive values and to be localized (such that the similarity between points belonging to different clusters tends to 0). Finally, the eigenvalue problem (4) is related to spectral clustering with random walk Laplacian $L_{RW}$. In this case, the clustering problem can be interpreted as finding a partition of the graph in such a way that the random walker remains most of the time in the same cluster with few jumps to other clusters, minimizing the probability of transitions between clusters. The stochastic transition matrix $P$ of a random walker on a graph can be obtained by normalizing the similarity matrix $S$ associated to the graph such that its rows sum to 1. The $i,j$-th entry of $P$ represents the probability of moving from node $i$ to node $j$ in one step of the process. This transition matrix can be defined as $P = D^{-1} S$. The corresponding eigenvalue problem becomes $Pr = \xi r$. The latter is equivalent to problem (4) (except for the presence of the centering matrix $M_D$), where the kernel matrix acts as the similarity matrix $S$.

The out-of-sample extension to new nodes is done by an Error-Correcting Output Codes (ECOC) decoding procedure. The decoding scheme consists of comparing the cluster indicators obtained in the validation/test stage with the codebook and selecting the nearest codeword in terms of Hamming distance. The cluster indicators can be obtained by binarizing the score variables for out-of-sample nodes as follows:

$$
\text{sign}(e^{(l)}_{\text{test}}) = \text{sign}(\Omega_{\text{test}} a^{(l)} + b_l 1_{N_{\text{test}}})
$$

with $l = 1, \ldots, k-1$. $\Omega_{\text{test}}$ is the $N_{\text{test}} \times N$ kernel matrix evaluated using the test nodes with entries $\Omega_{\text{test},i} = K(x^\text{test}_i, x_r)$, $r = 1, \ldots, N_{\text{test}}$, $i = 1, \ldots, N$. This natural extension to out-of-sample points corresponds to the main advantage of the KSC framework. In this way, the clustering model can be trained, validated and tested in an unsupervised learning scheme.
3. Kernel spectral clustering with memory effect

3.1. Introduction

The KSC model summarized in the previous section has been designed to cluster static graphs. In this section we present an extension of such a model that can produce cluster results more consistent over time when applied to changing networks. A dynamic network \( \mathcal{G} \) is a sequence of networks \( \mathcal{G}(V_t, E_t) \), i.e. \( \mathcal{G} = (G_1, ..., G_t, ...) \), where \( t \) indicates the time index. The symbol \( V_t \) indicates the set of nodes in the graph \( G_t \) and \( E_t \) the related set of edges. In what follows we assume that \( |V_t| \) is constant, that is all the graphs in the sequence have the same number of nodes (the symbol \( |V_t| \) indicates as usual the cardinality of a set). The new model implements a trade-off between the current clustering and the previous partitioning and is referred as kernel spectral clustering with memory effect or MKSC. Finally, for simplicity we assume that the total number of communities does not change over time and we introduce a memory of one snapshot.

3.2. Mathematical formulation

The primal problem of the MKSC model can be stated as follows:

\[
\min_{w^{(l)}, \epsilon^{(l)}, b_l} \frac{1}{2} \sum_{i=1}^{k-1} w^{(l)}_i w^{(l)}_i - \frac{\gamma}{2N} \sum_{i=1}^{k-1} \epsilon^{(l)}_i D^{-1}_{\text{Mem}} \epsilon^{(l)}_i - \nu \sum_{i=1}^{k-1} w^{(l)}_i w^{(l)}_i + \nu (\epsilon^{(l)} - \Phi w^{(l)} + b_1 N) \tag{6}
\]

such that \( \epsilon^{(l)} = \Phi w^{(l)} + b_1 N \) \tag{7}

The symbols have the same meaning as for the KSC, but here we have only one regularization constant \( \gamma \) instead of multiple \( \gamma_i \). Moreover \( w^{(l)}_i \) represents the \( l_{th} \) binary model developed for the previous snapshot of the evolving network (as mentioned we consider a memory of one snapshot in the past), \( \nu \) is an additional regularization constant and \( D^{-1}_{\text{Mem}} \) is a weighting matrix whose meaning will be clear soon. Since we consider only one snapshot in the past, we say that our model has a memory of one snapshot. The term \( w^{(l)} w^{(l)}_i \) describes the correlation between the actual and the previous model, which we want to maximize. In this way we are able to introduce temporal smoothness in our formulation, such that the current partition does not deviate too dramatically from the recent history. The clustering model is expressed, as before, by:

\[
e^{(l)}_i = w^{(l)} \varphi(x_i) + b_i, i = 1, \ldots, N \tag{8}
\]

The Lagrangian of the problem (6), (7) is:

\[
\mathcal{L}(w^{(l)}, \epsilon^{(l)}, b_l; \alpha^{(l)}) = \frac{1}{2} \sum_{i=1}^{k-1} w^{(l)}_i w^{(l)}_i - \frac{\gamma}{2N} \sum_{i=1}^{k-1} \epsilon^{(l)}_i D^{-1}_{\text{Mem}} \epsilon^{(l)}_i - \nu \sum_{i=1}^{k-1} w^{(l)}_i w^{(l)}_i + \nu \alpha^{(l)} \epsilon^{(l)} - \Phi w^{(l)} + b_1 N
\]

The KKT optimality conditions are:

\[
\frac{\partial \mathcal{L}}{\partial w^{(l)}} = 0 \rightarrow w^{(l)} = \Phi^T \alpha^{(l)} + \nu \epsilon^{(l)}_i \\
\frac{\partial \mathcal{L}}{\partial \epsilon^{(l)}} = 0 \rightarrow \epsilon^{(l)} = \gamma D^{-1}_{\text{Mem}} \epsilon^{(l)} \\
\frac{\partial \mathcal{L}}{\partial b_l} = 0 \rightarrow 1_N \epsilon^{(l)} = 0 \\
\frac{\partial \mathcal{L}}{\partial \alpha^{(l)}} = 0 \rightarrow e = \Phi w^{(l)} + b_1 N.
\]

From \( w^{(l)} = \Phi^T \alpha^{(l)} \), the bias term becomes \( \frac{1}{12} \sum_{i=1}^{k-1} \epsilon^{(l)}_i D^{-1}_{\text{Mem}} (\Omega \epsilon^{(l)} + \nu \epsilon^{(l)} - \Phi w^{(l)} - b_1 N) \).
Eliminating the primal variables $v_i^{(l)}$, $w_i^{(l)}$, $b_i$ leads to the following set of linear systems in the dual problem:

$$
(D_{\text{Mem}}^{-1} M_{\text{data}} - \frac{1}{\gamma}) a_i^{(l)} = -\nu D_{\text{Mem}}^{-1} M_{\text{data}} \Omega_{\text{new-old}} a_i^{(l)} + b_i, \quad i = 1, \ldots, k - 1
$$

(9)

where $\Omega_{\text{new-old}}$ captures the similarity between the nodes of the current graph and the nodes of the previous snapshot and has the $ij$-th entry $\Omega_{\text{new-old},ij} = K(x_i^{\text{new}}, x_j^{\text{old}}) = \varphi(x_i^{\text{new}})^T \varphi(x_j^{\text{old}})$. $D_{\text{Mem}}^{-1} \in \mathbb{R}^{N \times N}$ is the inverse of the degree matrix $D_{\text{Mem}} = D + D_{\text{new-old}}$, which is the sum of the actual degree matrix $D$ and the degree matrix with entries $D_{\text{new-old},ij} = \sum_j \Omega_{\text{new-old},ij}$. $M_{\text{data}}$ is the centering matrix equal to $M_{\text{data}} = I_N - \frac{1}{N} \sum_i 1_N 1_N^T D_{\text{Mem}}^{-1}$. Finally, the cluster indicators for the training points become:

$$
sign(e_i^{(l)}) = \text{sign}(\Omega a_i^{(l)} + \nu \Omega_{\text{new-old}} a_i^{(l)} + b_i 1_N).
$$

(10)

The out-of-sample extension is done in a similar way, but considering the test kernel matrices instead of the training kernel matrices:

$$
e_{\text{test}}^{(l)} = \Omega_{\text{test}} a_{\text{test}}^{(l)} + \nu \Omega_{\text{new-old}} a_{\text{test}}^{(l)} + b_i 1_N.
$$

(11)

Finally, the MKSC algorithm can be summarized as follows:

**Algorithm MKSC Kernel Spectral Clustering with Memory Effect algorithm**

**Input:** Training sets $D = \{x_i\}_{i=1}^N$ and $D_{\text{old}} = \{x_i^{\text{old}}\}_{i=1}^N$, test sets $D_{\text{test}} = \{x_i^{\text{test}}\}_{i=1}^N$ and $D_{\text{old}} = \{x_i^{\text{test}}\}_{i=1}^N, a_i^{\text{old}}$ (the $a_i^{\text{old}}$ calculated for the previous snapshot), kernel function $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ positive definite and localized ($K(x_i, x_j) \rightarrow 0$ if $x_i$ and $x_j$ belong to different clusters), kernel parameters (if any), number of clusters $k$, regularization constants $\gamma$ and $\nu$.

**Output:** Clusters $\{A_1, \ldots, A_p\}$, cluster codeset $C_{\mathcal{B}} = \{c_p\}_{p=1}^k$, $c_p \in [-1, 1]^{k-1}$.

1. Initialization by solving eq. (4).
2. Compute the solution vectors $a_i^{(l)}$, $l = 1, \ldots, k - 1$, related to the linear systems $(D_{\text{Mem}}^{-1} M_{\text{data}} - \frac{1}{\gamma}) a_i^{(l)} = -\nu D_{\text{Mem}}^{-1} M_{\text{data}} \Omega_{\text{new-old}} a_i^{(l)} + b_i$ (eq. (9)).
3. Binarize the solution vectors: $\text{sign}(a_i^{(l)}), i = 1, \ldots, N, l = 1, \ldots, k - 1$, and let $\text{sign}(a_i) \in \{-1, 1\}^{k-1}$ be the encoding vector for the training data point $x_i$, $i = 1, \ldots, N$.
4. Count the occurrences of the different encodings and find the $k$ encodings with most occurrences. Let the codeset be formed by these $k$ encodings: $C_{\mathcal{B}} = \{c_p\}_{p=1}^k$, $c_p \in [-1, 1]^{k-1}$.
5. \forall i, assign $x_i$ to $A_{c_p}$ where $p^* = \text{argmin}_p \sum_i \text{sign}(a_i), c_p$ and $d_H(., .)$ is the Hamming distance.
6. Binarize the test data projections $\text{sign}(e_{m}^{(l)}), m = 1, \ldots, N_{\text{test}}, l = 1, \ldots, k - 1$, and let $\text{sign}(e_m) \in \{-1, 1\}^{k-1}$ be the encoding vector of $x_m$, $m = 1, \ldots, N_{\text{test}}$.
7. \forall m, assign $x_m^{\text{test}}$ to $A_{c_p}$, where $p^* = \text{argmin}_p \sum_i d_H(\text{sign}(e_m), c_p)$.
4. Cluster quality

Since clustering is an unsupervised learning procedure, the partitioning produced by an algorithm requires an evaluation regarding its validity [17]. There are two main cluster quality measures:

- internal evaluation: these methods usually assign the best score to the partitions with high similarity within a cluster and low similarity between clusters
- external criteria: they measure the similarity between two partitions. They are useful to compare the results of two different algorithms or to assess the similarity between the partition produced by a clustering method and a golden standard for the evaluation.

4.1. Static measures

In this paper, we will consider as internal measure for the evaluation of our experimental results (see section 5) the Modularity criterion and the BLF criterion and as external measure the adjusted Rand index (ARI).

4.1.1. Modularity

Modularity is the most widely accepted quality function of a graph introduced in [27]. It is very well considered due to the fact that closely agrees with intuition on a wide range of real world networks. It is based on the idea that a random graph is not expected to have a cluster structure, so the possible existence of clusters can be revealed by the comparison between the actual density of inter-community edges and the density one would expect to have in the graph if the vertices were attached randomly, regardless of community structure. Positive high values\(^1\) indicate the possible presence of a strong community structure. Moreover it has been shown that finding the modularity of a network is analogous to finding the ground-state energy of a spin system [16]. Modularity can be written as \(mod = X^T MX\), where \(M = S - \frac{1}{m} dd^T\) is the modularity matrix or Q-Laplacian, \(S\) indicates the similarity matrix, \(d = [d_1, \ldots, d_N]^T\) indicates the vector of the degrees of each node and \(X\) represents the cluster indicator matrix.

4.1.2. ARI

The Adjusted Rand Index [19] is used as a performance measure when comparing two clustering results. The ARI equals 1 when the cluster memberships agree completely. Its most common use is as measure of agreement between clustering results of a model and a known grouping which acts like a ground-truth.

4.2. New smoothed measures

Here we introduce new measures in order to assess the quality of a partition related to an evolving network, taking inspiration from [8] (see also Section 4.4). The new measures are the weighted sum of the snapshot quality and the temporal quality. The former only measures the quality of the current clustering with respect to the current data, while the latter measures the temporal smoothness in terms of the ability of the actual model to cluster the historic data. A partition related to a particular snapshot will then receive an higher score the more consistent with the past it is (for a particular value of \(\eta\)).

\(^1\)In the literature values above 0.2 are considered already good to indicate a meaningful community structure of a network.
4.2.1. Smoothed modularity

We define the smoothed modularity $mod_{\text{Mem}}$ of the partition related to the actual snapshot $G_t$ as:

$$mod_{\text{Mem}}(X_\alpha, G_t) = \eta \cdot mod(X_\alpha, G_t) + (1 - \eta) \cdot mod(X_\alpha, G_{t-1}).$$  \hspace{1cm} (12)

It is equivalent to writing:

$$mod_{\text{Mem}}(X_\alpha, G_t) = \eta X_\alpha^T M_t X_\alpha + (1 - \eta) X_\alpha^T M_{t-1} X_\alpha.$$  \hspace{1cm} (13)

where $X_\alpha$ indicates the cluster indicator matrix calculated by using the current solution vectors $\alpha^{(l)}$. With $\eta$ we indicate a user-defined parameter which takes values in the range $[0, 1]$ and reflects the emphasis given to the snapshot quality and the temporal smoothness, respectively.

4.2.2. Smoothed ARI

The smoothed adjusted Rand index $ARI_{\text{Mem}}$ is:

$$ARI_{\text{Mem}}(X_\alpha, G_t) = \eta \cdot ARI(X_\alpha, G_t) + (1 - \eta) \cdot ARI(X_\alpha, G_{t-1}).$$  \hspace{1cm} (14)

The symbols have the same meaning as in the previous Section.

4.3. NMI

Given two partitions $U$ and $V$, the NMI (Normalized Mutual Information) [30] measures the information that $U$ and $V$ share and it takes values in the range $[0, 1]$. It tells us how much knowing one of these clusterings reduces our uncertainty about the other. The higher the NMI, the more useful the information in $V$ helps us to predict the cluster memberships in $U$ and viceversa. NMI has been proven to be reliable and is currently used in testing community detection algorithms. We will use the NMI to compare two consecutive partitions over time found by the KSC, MKSC and ESC algorithms, in Section 5: the higher the NMI, the smoother and the more consistent over time can be considered the clustering results.

4.4. Evolutionary spectral clustering

The evolutionary spectral clustering (ESC) was proposed in [8] and aims to optimize the cost function:

$$C_{\text{tot}} = \alpha_{\text{ESC}} C_{\text{temp}} + (1 - \alpha_{\text{ESC}}) C_{\text{snap}}.$$ 

$C_{\text{snap}}$ describes the classical spectral clustering objective (i.e. ratio cut, normalized cut etc.) related to each snapshot of an evolving graph. $C_{\text{temp}}$ can be defined in two ways, in the Preserving Cluster Quality (PCQ) framework or in the Preserving Cluster Membership (PCM) framework. From now on, we will always refer to the former. In PCQ, $C_{\text{temp}}$ measures the cost of applying the partitioning found at time $t$ to the snapshot at time $t-1$, penalizing then clustering results that disagree with the recent past.

4.5. Model selection

A proper way of choosing the tuning parameters in a kernel model is critical for determining the success of the model in dealing with a given problem. For KSC some model selection criteria have been proposed, based on the modularity statistic (discussed in [23]), Balanced Line Fit (BLF) [1], or the Fisher criterion (see [2]). In the experiments described later we use the BLF and the modularity criteria to select the parameters of the KSC model. For what concern the
MKSC model, in the same way as we did in the previous subsection, we can define a smoothed version of the BLF criterion $BLF_{Mem}$ to judge the cluster quality over time:

$$BLF_{Mem}(X_\alpha, G_t) = \eta BLF(X_\alpha, G_t) + (1 - \eta) BLF(X_\alpha, G_{t-1}). \quad (15)$$

So, to summarize, for the MKSC model we use a model selection scheme based on the smoothed modularity and BLF criteria, which can be described as follows:

**Algorithm MS** Model selection algorithm for MKSC

**Input:** training sets and validation sets (actual and previous snapshots), kernel function $K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^+$ positive definite and localized.

**Output:** selected number of clusters $k$, kernel parameters (if any), $\gamma, \nu$.

For every snapshot:

1. Define a grid of values for the parameters to select
2. Train the related kernel machines using the training subgraph
3. Compute the cluster indicator matrix corresponding to the nodes of the validation graph
4. For every partition calculate the related score (by using $mod_{Mem}$ or $BLF_{Mem}$)
5. Choose the model with the highest score.

This scheme is quite general but often we do not need to tune all the parameters, due for example to some prior knowledge we can take advantage of. Moreover it can also be that the same value of some parameters is optimal for all the snapshots, so we do not need to tune for every timestep. Finally some parameters selected for KSC can also be used in the MKSC model.

5. Experimental Results

In this section we show the results of MKSC model on four toy problems and one real dataset. We compare the performance of MKSC with respect to KSC applied separately on each snapshot of the evolving network under investigation, in terms of the new smoothed quality measures introduced in section 4.2 and the NMI between two consecutive partitions as described in 4.3.

As expected, in general the outcome suggests that the simple approach based on applying a static clustering model (in our case KSC) at each timestep is less able than a model with temporal smoothness (in our case the MKSC model) to produce a consistent and meaningful partitioning over time. Moreover, we compare MKSC with the ESC algorithm, which is considered among the state-of-the-art methods for community detection on evolving networks. We obtain comparable or better clustering performances, as we show further.

5.1. Data sets

Four synthetic datasets and one real world network have been studied:

- **two moving Gaussians:** the setup for this experiment is shown in Fig.1. We generate 1000 samples from a mixture of two 2-D Gaussians, with 500 samples drawn from each component of the mixture. From timesteps 1 to 10 we move the means of the two Gaussian clouds towards each other until they overlap almost completely. This phenomenon can be also described by considering the points of the 2 Gaussians as nodes of a weighted network (as briefly discussed in section 1) where the weights of the edges change over time.
• three moving Gaussians: three merging Gaussian clouds, shown in Fig. 2.

• switching network: we build up 9 snapshots of a network of 1000 nodes formed by 2 communities. At each timestep some nodes switch their membership between the two clusters. We used the software related to [15] to generate this benchmark.

• expanding/contracting network: a network with 5 communities experiences over-time 24 expansion events and 16 contractions of its communities.

• cellphone network: this dataset records the cellphone activity for students and staff from two different labs in MIT [12]. It is constructed on users whose cellphones periodically scan for nearby phones over Bluetooth at five minute intervals. The similarity between two users is related to the number of intervals where they were in physical proximity. Each graph snapshot is a weighted network corresponding to 1 week activity. In particular we consider 42 nodes, representing students always present during the fall term of the academic year 2004-2005, for a total of 12 snapshots.

5.2. The choice of the kernel functions

The choice of the appropriate kernel function used to depict the similarity between the nodes is a critical issue. Here we use the radial basis function (RBF) kernel for the two and three Gaussians datasets and the cellphone network, and the community kernel [20] for the unweighted artificial evolving networks. Indeed, for the weighted networks we change representation by considering each row of the adjacency matrix as a datapoint in an Euclidean space and we apply the RBF kernel as similarity function in the usual way. Even if the dimension of each datapoint can appear large, it is not the case since most of the real graphs are very sparse. The RBF kernel is characterized by the bandwidth parameter $\sigma$ while the community kernel does not have any parameter to tune. In this case the similarity $K_{ij}$ between two nodes $i$ and $j$ is defined as the number of edges connecting the common neighbors of these two nodes: $K_{ij} = \sum_{k,l \in N_{ij}} A_{kl}$. Here $N_{ij}$ is the set of the common neighbors of nodes $i$ and $j$, $A$ indicates the adjacency matrix of the graph, $K$ is the kernel function. As a consequence, even if two nodes are not directly connected to each other, if they share many common neighbors their similarity $k_{ij}$ will be set to a large value.

5.3. Model selection

For the KSC we use the BLF criterion [1] to tune $k$ and $\sigma$ in the two and three moving Gaussian problem. The results are shown in Fig. 3 and 4 and refer to the first snapshot (for the other snapshots the plots are similar). For the switching network, in Fig. 5, we illustrate how the modularity-based model selection correctly identifies the possible presence of two communities (in this case $k$ is the only parameter to tune since the community kernel is parameter-free as explained in Section 5.2). Also in the case of the expanding/contracting artificial network our model selection technique detects the correct number of clusters, which is 5 in this case (see Fig. 6). Regarding the cellphone network, we have a partial ground truth, namely the affiliations of each participant. In particular, as observed in [12] and in [31], 2 dominant clusters could be identified from the Bluetooth proximity data, corresponding to new students at the Sloan business school and coworkers who work in the same building. Then for this experiment we will perform clustering with number of clusters $k = 2$, while the optimal $\sigma$ over time is estimated by using the modularity-based model selection algorithm on each snapshot (see Fig. 7).
For what concerns the MKSC model, for all the datasets we use the same values of $\sigma$ and $k$ found for KSC and we need to tune $\nu$ and $\gamma$. For simplicity we fix the value of $\nu$ to 1 and we tune only $\gamma$. The optimal $\gamma$ over time for the two and three moving Gaussian experiments are shown respectively in Fig. 3 and 4. In Fig. 5 the optimal value of $\gamma$ over time for the the switching network suggested by our model selection scheme is shown. Fig. 6 depicts the optimal $\gamma$ for the expanding/contracting synthetic network. For the cellphone network $k = 2$ and $\gamma = 1$ are optimal hyper-parameters for each of the 12 weeks, while the values of $\sigma^2$ over time are reported in Fig. 7.

5.4. Final results

Here we present the simulation results. For what concerns the models with temporal smoothness (MKSC or ESC) the first partition is found by applying the corresponding static model (KSC or spectral clustering) to the first snapshot since we do not have any information from the past. Then we move along the next snapshots one by one since we consider a memory of one snapshot, as explained in section 3.2. In Fig. 8, 9, 10, 11 and 12 we present the performance of KSC, MKSC and ESC in analyzing the five evolving networks under study, in terms of the smoothed cluster quality measures introduced in section 4.2. In all the experiments we use $\eta = \alpha_{ESC} = 0.5$.

Moreover, for what concerns the two and three Gaussian experiments, we also show the out-of-sample clustering results evaluated on grid points surrounding the Gaussian clouds. By looking at the figures, we can draw the following observations:

- two Gaussians experiment: the models with temporal smoothness (ESC and MKSC) can better distinguish between the two Gaussians while they are very overlapping with respect to the static model KSC, and obtain comparable results.

- three Gaussians dataset: the same consideration valid for the two moving Gaussians can be drawn (here the ESC algorithm obtains the best results). In this case, however, we can notice also from the out-of-sample plot that MKSC, thanks to the memory effect introduced in the formulation of the primal problem, remembers the old clustering boundaries compared to KSC (see in particular the results related to the 9th snapshot).

- switching network: MKSC performs slightly better than KSC and much better than ESC. The bad results obtained by ESC are quite unexpected and need further investigation. Probably they can be explained by considering that the community structure is quite different from snapshot to snapshot and while MKSC is flexible in adapting to this situation, ESC is not.

- expanding/contracting graph: as expected the models with temporal smoothness (MKSC and ESC) obtain better results than the static KSC model. MKSC produces the best performances.

- cellphone network: MKSC performs better than ESC in some periods and worse in other ones. Both obtain better performances than KSC.

Finally it has to be mentioned that ESC provides unstable results, since sometimes the performances can decrease in quality (see for example the NMI plot in Fig. 9). This is possibly due to the use of $k$-means to produce the final clustering. Indeed it is well known that the $k$ means algorithm depends on a random initialization which can lead sometimes to suboptimal results. On the other hand, our model (MKSC) does not suffer from this drawback.
6. Flexibility of our framework

6.1. Limitations of Modularity

For the analysis of the networks considered in this paper we used Modularity in order to select the optimal parameters of our model. As it has been pointed out in [14] and [13], Modularity suffers from some drawbacks:

- resolution limit: it contains an intrinsic scale that depends on the total number of links in the network. Modules that are smaller than this scale may not be resolved.
- exhibits degeneracies: it typically admits an exponential number of distinct high-scoring solutions and often lacks a clear global maximum.
- it does not capture overlaps among communities in real networks.

All these limitations, however, do not represent an issue in our framework for several reasons:

- the MKSC model described in equation (6) is quite general (Modularity is not explicitly optimized as in other algorithms like for example [5], [10])
- Modularity (and its smoothed version) has been used only at the model selection level. However, our framework is quite flexible and allows to plug-in during the validation phase any other quality measure
- many of the abovementioned drawbacks of Modularity have been solved by properly modifying its definition, as for example in [3] where a multi-resolution Modularity has been introduced. In this case, however, as pointed out in [22], multi-resolution Modularity has a double simultaneous bias: it leads to a splitting of large clusters and a merging of small clusters, and both problems cannot be usually handled at the same time for any value of the resolution parameter.

6.2. Conductance

In order to better understand these issues we present a further analysis based on another quality function called Conductance. For every community, the Conductance is defined as the ratio between the number of edges leaving the cluster and the number of edges inside the cluster [21], [24]. In particular, Conductance $C(S)$ of a set of nodes $S \subset V$ is $C(S) = c_S / \min(\text{Vol}(S), \text{Vol}(V \setminus S))$, where $c_S$ denotes the size of the edge boundary, $c_S = \{(u, v) : u \in S, v \notin S\}$, and $\text{Vol}(S) = \Sigma_{u \in S} d(u)$, with $d(u)$ representing the degree of node $u$. In other words the conductance describes the concept of a good network community as a set of nodes that has a better internal than external connectivity; thus the lower the Conductance the better the community structure. Moreover, in the same way as for Modularity in section 4.2, we can define the smoothed Conductance $\text{Cond}_{\text{Mem}}$ of the partition related to the actual snapshot $G_t$ as:

$$\text{Cond}_{\text{Mem}}(X_\alpha, G_t) = \eta \text{Cond}(X_\alpha, G_t) + (1 - \eta)\text{Cond}(X_\alpha, G_{t-1}).$$

In Table 1 we show the mean smoothed Conductance over-time for the 3 networks under investigation related to the partitions found by MKSC, ESC, KSC and Louvain method (LOUV) [5]. The Louvain method is based on a greedy optimization of Modularity and has a runtime that increases linearly with the number of nodes. From the table we can draw the following considerations:
the methods with temporal smoothness (MKSC and ESC) achieve an equal or better score than the static methods (KSC and LOUV).

• the Louvain method gives the worst results in terms of Conductance. This is not surprising since it is biased toward partitions maximizing the Modularity, which may not be good in terms of Conductance. On the other hand, as already pointed out, MKSC does not suffer of this drawback since Modularity is used only at the validation level. Moreover for model selection every quality function could in principle be used. It is a user-dependent choice.

7. Computational complexity

In this section a brief discussion about the computational complexity of the MKSC method is given. In fact nowadays many large data-sets are available and the algorithms for community detection are required to scale well. In order to test the runtime of our method we generated some switching network (see section 5.1) of increasing size, namely from $10^3$ to $10^5$ nodes. In Fig. 13 we show the results. We can see that the MKSC model runs faster than ESC. Moreover the latter cannot be applied to networks with more than 10,000 nodes because of memory problems. However, the complexity of MKSC appears to be exponential and then needs to be improved. By performing the profiling of our code, we can notice that about 99% of the time is spent to calculate the train (8%) and test (91%) kernel matrices. We believe that an optimized C++ implementation of the code (the actual one is done in Matlab) could allow our method to achieve a much faster runtime. In fact also the Louvain method runtime, in its Matlab implementation, is higher than MKSC. On the other hand it is well known that the C++ implementation of the Louvain method allows the latter to scale linearly with the number of nodes of the entire graph and then to be considered among the fastest state-of-the-art algorithms. Moreover the calculation of the kernel matrices is easily parallelizable.

Finally, for very large networks ($\geq 10^6$ nodes) it can happen that the solution of the linear system (9) requires a considerable amount of time. In this case a possible way to overcome this issue is to use the Woodbury matrix identity, also known as matrix inversion lemma [18]. Suppose that we have to perform community detection of a network formed by $10^6$ nodes. We can select for example a training set consisting of $N_{tr} = 50000$ nodes. In order to find the solution vector $\alpha$ we have to solve the dual problem (9). This implies to find the inverse of a $N_{tr} \times N_{tr}$ matrix. Now, instead of calculating this inverse, we could select for instance 1000 nodes from the training set, solve the small linear system of dimension $1000 \times 1000$, and then calculate iteratively the $N_{tr} \times 1$ solution vector $\alpha$ by using the Woodbury formula.

8. Conclusions and perspectives

In this paper we faced the problem of community detection on evolving networks in the case that we can include prior knowledge of temporal smoothness. This is an emerging research topic and represents a challenge for actual clustering algorithms. In fact, a desirable property is that the latter should be able to catch the long-term drifts characterizing the evolution of the communities and neglect short-term variations due to noise. As mentioned, this can be thought as a kind of temporal smoothness, in the same sense as in time-series analysis. We proposed a new model, the kernel spectral clustering with memory effect or MKSC, casted in the LS-SVM framework. We explicitly designed our clustering model in order to incorporate temporal smoothness. The clustering is performed by solving a set of linear systems for every snapshot of
the evolving graph and the model is able to predict the memberships of new nodes by means of the out-of-sample extension. We also introduced new cluster quality measures and a related model selection scheme that are more suitable to this kind of problem. We tested our method on four benchmark datasets and on a real graph representing the proximity of MIT students and faculty members during one academic year as recorded by Bluetooth devices. The obtained results are successful and comparable or better than those obtained by using kernel spectral clustering and evolutionary spectral clustering. In future work we aim to extend the MKSC model in order to deal with a changing number of cluster and nodes over time and a longer memory (more than one snapshot in the past). In this way, given a dynamic network, one will be able to obtain a general algorithm in order to discover a meaningful community evolution by catching events like merging, splitting, birth, death etc. Moreover, since scalability is an important issue, we aim to implement a faster version of our algorithm which can be used in an effective way to analyze large evolving networks.
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Table 1: Average smoothed Conductance over time for the switching network (top), the expanding/contracting network (middle) and the cellphone network.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>Smoothed Conductance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Switching network</strong></td>
<td></td>
</tr>
<tr>
<td>MKSC</td>
<td>0.0020</td>
</tr>
<tr>
<td>ESC</td>
<td>0.0022</td>
</tr>
<tr>
<td>KSC</td>
<td>0.0022</td>
</tr>
<tr>
<td>LOUV</td>
<td>0.0024</td>
</tr>
<tr>
<td><strong>Expanding network</strong></td>
<td></td>
</tr>
<tr>
<td>MKSC</td>
<td>0.0050</td>
</tr>
<tr>
<td>ESC</td>
<td>0.0051</td>
</tr>
<tr>
<td>KSC</td>
<td>0.0051</td>
</tr>
<tr>
<td>LOUV</td>
<td>0.0184</td>
</tr>
<tr>
<td><strong>Cellphone network</strong></td>
<td></td>
</tr>
<tr>
<td>MKSC</td>
<td>0.0019</td>
</tr>
<tr>
<td>ESC</td>
<td>0.0042</td>
</tr>
<tr>
<td>KSC</td>
<td>0.0056</td>
</tr>
<tr>
<td>LOUV</td>
<td>0.0153</td>
</tr>
</tbody>
</table>
Figure 1: **Two moving Gaussians** dataset. Only the snapshots 3, 6 and 9 are shown.

Figure 2: **Three moving Gaussians** dataset. Snapshots 3, 6 and 9 are depicted.
Figure 3: **Model selection two moving Gaussians.** Top: tuning of the number of cluster $k$ and the RBF kernel parameter $\sigma^2$ related to the first snapshot of the two moving Gaussians experiment, for KSC. The optimal $\sigma^2$ does not change over time (the model selection procedure gives similar results also for the other snapshots). Moreover, this value will also be used for the MKSC model. Bottom: optimal value of $\gamma$ over time for MKSC, tuned using the $BLF_{Mlm}$ method.
Figure 4: Model selection three moving Gaussians. Top: tuning of the RBF kernel parameter \( \sigma^2 \) and the number of clusters \( k \) related to the first snapshot of the three moving Gaussians experiment, for KSC. Bottom: tuning of \( \gamma \) for MKSC. The same comments made for Fig. 3 are still valid here.
Figure 5: Model selection switching network. Top: tuning of the number of clusters $k$ for the switching network, related to the first snapshot and the KSC model. The results are similar for the other snapshots and this $k$ will be used also for the MKSC algorithm. Bottom: optimal value of $\gamma$ over time for the MKSC model, selected by using the ModMem criterion.
Figure 6: **Model selection expanding/contracting network.** Top: tuning of the number of clusters $k$ for the expanding/contracting network, related to the first snapshot and the KSC algorithm. Bottom: tuning of $\gamma$ for MKSC. The comments made for Fig. 5 hold also in this case.
Figure 7: Model selection cellphone network. Optimal $\sigma^2$ over time for the cellphone network, related to MKSC. The number of clusters is $k = 2$, $\gamma = 1$ is an optimal value for all the snapshots.
Figure 8: Clustering results two moving Gaussians: performance of MKSC, KSC and ESC in the two moving Gaussians experiment (first row) and out-of-sample plot for MKSC and KSC (only the results related to snapshots 3, 6 and 10 are shown). The true partitioning is depicted in the fifth row. The smoothed ARI plot and the NMI trend tell us that, as expected, the models with temporal smoothness are more able than KSC to produce clustering results which are more similar to the ground truth and also more consistent and smooth over time (in the sense explained in Sections 4.2 and 4.3). However, in the out-of-sample plot we cannot visually appreciate the better performance of MKSC with respect to KSC.
Figure 9: Clustering results three moving Gaussians: Performance of MKSC, KSC and ESC in the three moving Gaussians experiment in terms of smoothed ARI and NMI between two consecutive partitions, and out-of-sample plot for MKSC and KSC (only the results related to snapshots 3, 6 and 9 are shown). The true partitioning is depicted in the last row. The same observations made for Fig 8 are still valid here. In this case, however, in the out-of-sample plots we can better recognize that MKSC, thanks to the memory effect introduced in the formulation of the primal problem, is more able than KSC to remember the old clustering boundaries and produces then smoother results over time (consider in particular the 9th snapshot). Finally, from the NMI plot we can notice that sometimes the ESC algorithm produces unstable results, as mentioned in Section 5.4.
Figure 10: Clustering results switching network: performance of MKSC, KSC and ESC on the artificial evolving network with 2 communities in terms of the new smoothed cluster measures explained in Section 4.2. Here, surprisingly, KSC produce better results than the ESC model according to the smoothed ARI and modularity. However MKSC performs better than KSC.
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Figure 11: Clustering results expanding/contracting network: performance of MKSC, KSC and ESC on the artificial evolving network with 5 communities. The models with temporal smoothness produce partitions of higher quality than KSC (according to the smoothed measures introduced in Section 4.2 and the NMI discussed in Section 4.3), encouraging more consistent clustering over time. If we consider the NMI plot, ESC is the best method while MKSC outperforms all the others in terms of the smoothed measures.
Figure 12: Clustering results cellphone network: performance of MKSC, KSC and ESC on the cellphone network in terms of the smoothed modularity and the NMI between consecutive clustering results. Also in this case the models with temporal smoothness MKSC and ESC, in the most of the time period, perform better than the static KSC.
Figure 13: Evolution of the speed with the size of the benchmark network for ESC (until $10^4$ because of memory problems) and MKSC. For MKSC the training set size is the 10% of the size of the whole network.